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ABSTRACT
This work examines privacy laws and regulations that limit disclo-
sure of personal data, and explores whether and how these restric-
tions apply when participants use cryptographically secure multi-
party computation (MPC). By protecting data during use, MPC of-
fers the promise of conducting data science in a way that (in some
use cases) meets or even exceeds most people’s conceptions of data
privacy. With MPC, it is possible to correlate individual records
across multiple datasets without revealing the underlying records,
to conduct aggregate analysis across datasets which parties are oth-
erwise unwilling to share for competitive reasons, and to analyze
aggregate statistics across datasets which no individual party may
lawfully hold.

However, most adoptions of MPC to date involve data that is
not subject to privacy protection under the law. We posit that a
major impediment to the adoption of MPC—on the data that so-
ciety has deemed most worthy of protection—is the difficulty of
mapping this new technology onto the design principles of data
privacy laws. While a computer scientist might reasonably believe
that transforming any data analysis into its privacy-protective vari-
ant usingMPC is a clear win, we show in this work that the techno-
logical guarantees of MPC do not directly imply compliance with
privacy laws. Specifically, a lawyer will likely want to ask several
important questions about the pre-conditions that are necessary
for MPC to succeed, the risk that data might inadvertently or ma-
liciously be disclosed to someone other than the output party, and
what recourse to take if this bad event occurs.

We have two goals for this work: explaining why the privacy
law questions are nuanced and that the lawyer is correct to pro-
ceed cautiously, and providing a framework that lawyers can use
to reason systematically about whether and how MPC implicates
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data privacy laws in the context of a specific use case. Our frame-
work revolves around three questions: a definitional question on
whether the encodings still constitute ‘personal data,’ a process
question about whether the act of executing MPC constitutes a
data disclosure event, and a liability question about what happens
if something goes wrong. We conclude by providing advice to reg-
ulators and suggestions to early adopters to spur uptake of MPC. It
is our hope that this work provides the first step toward a method-
ology that organizations can use when contemplating the use of
MPC.

CCS CONCEPTS
• Applied computing → Law; • Security and privacy → Hu-
man and societal aspects of security and privacy;Cryptogra-
phy.
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1 INTRODUCTION
A U.S. Senate bill 681 that was introduced in 2019, called the “Stu-
dent Right to Know Before You Go,” envisioned a data system that
would calculate innovative new metrics related to post-secondary
education. For example, one metric described in the bill is the “an-
nual earnings from employment, of students who enrolled in the
institution of higher education . . . disaggregated by program of
study and credential received; the State in which the student is
employed; and completion status” [56]. Essentially, the idea was
to identify a data linkage between:

(1) University student records, which contain information about
declared majors and graduation status, and

(2) IRS income tax filings, with employment status and wages.
Both of these datasets are subject to stringent data privacy laws.

However, the relevant data privacy laws appear to be in conflict:
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it is extremely difficult for the U.S. federal government to release
tax data (unless one obtains consent from individual taxpayers),
and conversely the federal government is prohibited from receiv-
ing student unit records.1 So: if the bill had passed, the next ques-
tion would have been: how could this linkage be performed? To
address this issue, Senate bill S.681 stated that the envisioned data
system would “use secure multiparty computation technologies or
[another technology that] delivers greater student privacy and se-
curity” [56] (emphasis added).

The technological hope. Secure multiparty computation, which
we will abbreviate as MPC, enables data science without data shar-
ing. Using cryptography, MPC allows participants to encode and
federate their data across several computing parties—such as cloud
providers—in such a way that no individual computing party can
decode the data, and yet collectively the computing parties can per-
form data linking and aggregation. MPC has been an active area
of research for 40 years, with substantial improvements over the
past decade in the efficiency and usability of software frameworks
for secure data analysis (e.g., [7, 11, 14, 24, 29, 30, 33, 40, 59]).

As a result, companies, non-profit organizations, and govern-
ment agencies are considering the value of MPC to perform com-
mercially or socially beneficial analyses of non-disclosable data.
There are a variety of successful deployments of MPC technology
to date, such as: providing sexual assault survivors with a privacy-
respecting way to identify fellow survivors based on the ideas of
the #MeToo movement [39], training a machine learning model
for smartphone keyboard predictions [10], measuring the gender
wage gap in Boston [38], safeguarding cryptographic key material
[44, 51], and calculating public health metrics about the spread of
COVID-19 using smartphones [22].

Upon further inspection, a curious pattern emerges from these
successful tech transitions. Each example involves data that are
potentially considered very sensitive by the contributors of the
data. But legally, these same data were not subject to a data privacy
statute or regulation that restricts its use, processing, or disclosure.

The law and policy challenge. We focus in this work on data pri-
vacy laws at the U.S. federal level, where there is a patchwork of
regulations that apply to specific sectors, industries, and/or types
of data. For example, there exist separate statutes related to the spe-
cific privacy and security standards of: covered healthcare entities2
and their business associates,3 educational institutions that hold
student records,4 financial institutions that hold customer’s non-
public personal information;5 consumer reports that are compiled
and disclosed by consumer reporting agencies,6 and data about
children under the age of 13.7 We occasionally touch upon state
laws that introduce another layer of privacy questions, and cross-
border data transfers that may implicate other regimes like the
120 U.S.C. § 1501c. In fact, the Department of Education already publishes a College
Scorecard which reports historical income statistics by institution and field of study
(with differential privacy [34]). The IRS addressed the data access problem by includ-
ing only data from students who received federal financial aid, whose data the IRS
already has as a result [53].
242 U.S.C. § 1301 et seq.
3See 45 C.F.R. §§ 160.102-103.
420 U.S.C. § 1231 et seq.
515 U.S.C. § 6801 et seq.
615 U.S.C. § 1681 et seq.
716 C.F.R. § 312.

European Union’s GDPR and its objective of data protection by
design and by default.8 All of these laws specify some kind of per-
sonally identifiable or protected health information that is subject
to privacy protections; for generality we will refer to all such in-
formation as personal data in this work.

One thing that all of these laws have in common is the diffi-
culty of adjudicating whether a new technology comports with
the privacy regulation. As we will see, MPC is particularly diffi-
cult to analyze because its security guarantees and assumed pre-
conditions don’t map cleanly onto the concepts embedded within
privacy laws, which have traditionally made a fundamental (yet
implicit) assumption that meaningful data use requires access to
the data in clear text. Frustratingly, this legal dilemma occurs even
though MPC often can be superior to privacy law in terms of the
actual protections it provides to individual privacy.

These challenges are compounded when data is governed by
multiple legal regimes instead of just one. For example, it may be
impossible to comply with all regulations if each party cannot dis-
close any aspect of their personal data to the other side (as in Sen-
ate bill S.681), or if one participant has requirements on data reten-
tion and access whereas another party must ensure data minimiza-
tion and deletion. In scenarios involving data sets that are subject
to multiple legal restrictions, we are not aware of any research ad-
dressing how a system that computes over encoded data may itself
provide legal compliance. If every potential adoption must “rein-
vent the wheel” and perform a legal analysis from scratch, this
would pose a major barrier to adoption of MPC in the very appli-
cations that would would benefit the most from its use.This article
aims to identify the core legal questions in that analysis and pro-
vide a framework for decision-makers and their legal advisors to
use in analyzing those questions.

The aim of this work. Thiswork seeks to promote the use ofMPC
in scenarios involvingmulti-regulation computing: that is, data anal-
yses with multiple parties whose datasets might collectively be
subject to several data privacy regimes that restrict the personal
data they can send and receive, such as with the proposed Senate
bill S.681. We remark that MPC may be necessary here because
these disparate regimes may make it difficult and costly—if not
impossible—for input parties to find any single organization to
whom they could all legally disclose their personal data. In this
article, we aim to understand whether MPC is sufficient.

We do not believe there is a simple, one-size-fits-all argument to
be made about the legality of employing MPC in all circumstances.
So we do the next best thing: offer a conceptual framework for
attorneys and technologists to use when making this evaluation
on a case-by-case basis. We identify some common features in the
way that various privacy laws impose limits on data sharing, use,
processing, and disclosure. Then, we explore whether and how the
use of MPC comports with these restrictions.

Concretely, we contribute a three-part framework to reason about
the interplay between privacy regulations and computing over data
in a cryptographically protected manner.

8GDPR Art. 25.
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• As a definitional matter, determine whether the encodings
used within MPC constitute ‘personal data’ that is afforded
protections under the law (§4).

• From a process perspective, consider whether the execution
of an MPC protocol infringes upon any restrictions on data
disclosure (§5).

• Evaluate liability risk and recourses if something goeswrong,
using legal instruments like contracts to reinforce or supple-
ment MPC’s technical guarantees (§6).

Though the framework is general, applying it will require taking
account of the specific data, regulatory context, analysis being per-
formed, and MPC configuration.

MPC has the potential to enable new data analyses while pre-
serving the underlying privacy of the regulated data and, in many
cases,meeting individuals’ privacy expectations. But nothing about
MPC changes the fact that data analysis can be used for good and
for ill, and the results of analysis may themselves be harmful or
illegal (as detailed next). We emphasize that the purpose of this
work is not to argue that MPC allows parties to avoid data privacy
regulations—rather, we examine howMPC and privacy regulations
might interact and open a discussion about whether such regula-
tions are fit for purpose as MPC and related privacy technologies
continue to mature.

Scope and related work. This project complements and builds on
other research efforts at the intersection of law and technology. In
particular, we highlight cross-disciplinary research into differen-
tial privacy, and the extent to which differentially private outputs
comply with the protections afforded to individual input records
under FERPA and the GDPR [2, 13, 35]. More broadly, there exist
several works that consider reidentification riskwhether a released
dataset is sufficiently anonymous in order to satisfy data privacy
laws (see, e.g., Rubenstein and Hartzog [42]).

For this reason, we declare out of scope for this work the ques-
tion of whether the output of the data analysis is safe to reveal
(legally or morally). As a starting point for this work, we presume
that a lawyer has already undertaken the effort to determine that
the output is acceptable.

Instead, we focus on the independent (yet complementary) task
of evaluating the process of securely computing the desired data
analysis. Our goal is to understand whether the entire computing
procedure is sufficiently de-identified as to be compliant with legal
limits on use and disclosure.This question is particularly important
in multi-regulation computing scenarios, where having a trusted
curator (as in prior work) seems unattainable due to the difficulty
of co-locating input data. Put another way: in this work, we focus
exclusively on the new legal disclosure questions introduced by the
act of cryptographically secure computing itself.

Finally, in this work we explore data privacy laws in the United
States that affect the private sector—including companies, non-profit
organizations, and individuals. Despite our mention of S.681 above,
we don’t delve into laws that specifically restrict the dissemination
of data to and from the government. We note that others have ex-
amined how MPC interacts with the GDPR, such as [25, 43, 46]
and the works cited in the Legal chapter of a recent United Nations
handbook [52].

2 SECURE MULTIPARTY COMPUTATION
In this section we delve into more details about secure multiparty
computation, or MPC. This technology allows parties to perform a
calculation together over data that remains siloed. At a high level,
MPC accomplishes this by using a mechanism called secret sharing,
which is a way to split a secret into multiple shares subject to two
properties: (1) with enough shares the secret can be reconstructed,
and conversely (2) with too few shares one cannot learn anything
about the underlying secret. (Here, the word “share” should be
thought of in the sense of a stock share, not in the sense of sharing
data.)

Additionally and importantly, there is a way to compute over
these shares. For instance, if many people hold different encoded
shares of two secrets 𝑟 and 𝑠 , there exists a way to work together
to calculate the encoding of the sum 𝑟 + 𝑠 , or the product 𝑟 × 𝑠 ,
or any other function of the encoded secrets; we refer interested
readers to [16, 32] for more details about this process. In this way,
cryptographically secure computing techniques like MPC offer the
promise to calculate socially beneficial metrics that may otherwise
be impossible or near-impossible due to the challenge of comply-
ing with multiple, distinct regulatory regimes (even if all parties
happen to trust each other).

Setup. We consider a set of 𝑚 input parties 𝑃1, 𝑃2, . . . , 𝑃𝑚 who
possess input datasets 𝑥1, 𝑥2, . . . , 𝑥𝑚 that may each contain per-
sonal data that is subject to one or more data privacy regulations.
We presume that the input parties have already agreed upon a data
analysis 𝑓 to perform. The input parties generate secret shares
of their data and distribute these shares to 𝑛 computing parties
𝐶1,𝐶2, . . . ,𝐶𝑛 .

With the secret shares in hand, the computing parties can jointly
perform the data analysis and provide the result 𝑓 (𝑥1, . . . , 𝑥𝑚) to
a specially-appointed output party. The encoding mechanism pro-
vides the guarantee that no coalition of less than 𝑡 computing par-
ties can recover any information about any input party’s data or
any intermediate state, even as they jointly contribute toward the
calculation of 𝑓 (𝑥1, . . . , 𝑥𝑚). However, a coalition of size 𝑡 or greater
can learn all data.

Cryptographers have designed and developed a wide variety of
MPC protocols and software implementations [16, 24, 32]. Options
exist for different choices of 𝑡 and 𝑛; for example, when 𝑡 = 𝑛
then all computing parties are required to reconstruct the output,
and if any one of them refuses to participate then all data is ir-
recoverable. MPC also supports different configurations of input,
computing, and output parties; they can all be identical, disjoint
(this case is often called outsourced MPC), or anything in between.
Furthermore, some protocols can detect or withstand a malicious
adversary who can deviate from the protocol arbitrarily and pro-
vide incorrect encodings to the honest parties.

Applications. While still an active area of research,MPC has also
received substantial tech transition in the past decade or so. It has
been deployed to protect data commercially in the healthcare [3,
21, 41], education [8, 18], finance [1, 9, 15], and technology [10, 22,
27] sectors. Additionally, MPC has been piloted and used within
many public sector [23, 47] and non-profit civic benefit [31, 38, 39]
applications.
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That said, MPC deployments to date in the United States tend
not to come into direct confrontation with a data privacy law. In-
stead, they involve input data that is:

• Viewed as personally sensitive but not actually covered un-
der a privacy law, such as Project Callisto’s effort to provide
survivors of sexual assault with a privacy-preserving way
to report their experiences and identify fellow survivors so
they can act together [39],

• Deemed ‘deidentified’ or otherwise acceptable to use con-
sistent with data privacy regulations, such as Apple and
Google’s use of MPC to calculate metrics about COVID-19
exposure rates from smartphone applications with opt-in
notice and choice [22], or

• Already protected to the same extent as would be required
to perform data processing in the clear, such as the pilot
of VaultDB to perform healthcare analytics using MPC on
HIPAA-compliant servers [41].

Focus of this work. Regarding the configuration of parties: we
focus on the casewhere 𝑡 < 𝑛 and the input, computing, and output
parties are all disjoint because it is most challenging setting from
a privacy law standpoint. Also, we presume that the coalition of
fewer than 𝑡 computing parties is malicious; the error-correcting
properties of secret shares ensure that the computation maintains
privacy and integrity in the face of such an attack.

Throughout this work, we consider applications of MPC where
the inputs involve data that is subject to one or more privacy laws.
Conversely, we presume that the output of the data analysis is safe
to reveal to the output party, perhaps because it is not subject to a
data privacy law or because the output party is authorized to read
it under a data privacy law. Performing a legal analysis of the safety
of revealing the output is outside the scope of this work. Instead,
our focus is to examine the use and disclosure of information during
the process of calculating the analytic via MPC.

3 OVERVIEW OF LEGAL AND POLICY ISSUES
Intuitively, MPC offers the promise of conducting data science in
a way that—so long as the output is socially desirable and legally
acceptable—can meet or even exceed most people’s conceptions of
data privacy for protecting personal data while in use. With MPC,
we can correlate individual records across multiple datasets with-
out revealing the underlying records, we can conduct aggregate
analysis across datasets which parties are otherwise unwilling to
share for competitive reasons, and we can analyze aggregate statis-
tics across datasets which no individual party may lawfully hold.

A computer scientist might reasonably think that transforming
any data analysis into its privacy-protective variant using MPC
would be a clear win. On the other hand, a lawyer will likely want
to move much more carefully, asking several important questions
about the pre-conditions that are necessary for MPC to succeed,
the risk that data might inadvertently or maliciously be disclosed
to someone other than the output party, andwhat recourses to take
if this bad event occurs.

We have two goals for this work: convincing readers that the
lawyer is correct to proceed cautiously, and providing a framework
to help the lawyer reason about questions regarding the applicabil-
ity of MPC to any use case. It is our view that, in the absence of

a public document describing the legal implications of using MPC,
adoption of the technology for truly sensitive data will always be
limited by the fact that every lawyer will be asked to “re-invent the
wheel” and perform a thorough analysis of the technology from
scratch. It is our hope that this work provides a step toward a holis-
tic framework that companies, non-profit organizations, and gov-
ernments can use when contemplating the use of MPC.

The incompleteness ofMPC’s security guarantees. Acommonway
that cryptographers think about MPC is that, mathematically, it is
just like having a magical “black box” where everyone can provide
their input and the analyst receives the desired output. From this
idealized perspective, it may be tempting to think that a lawyer
need only determine whether the inputs and output constitute per-
sonal data under a data privacy law. However, we argue below that
this approach misses a crucial third step: analyzing the process of
executing a real MPC protocol.

We provide a simple argument to demonstrate to the computer
scientist that the mathematical security guarantees provided by
MPC might not always lead to sufficient legal protection as re-
quired by a data privacy law. We present the argument in the set-
ting of outsourced MPC (though it generalizes), looking from the
perspective of one computing party 𝐶∗.

Let’s consider what happens if the input parties disclose secret
shares of their personal data to the computing parties. If no single
entity can be simultaneously authorized to receive all of the input
data in the clear, there must exist at least one protected data class
that 𝐶∗ is not authorized to hold. If 𝑡 − 1 other computing parties
have had their shares breached, then knowing 𝐶∗’s state becomes
equivalent to knowing the protected input. This demonstrates that
the input parties’ initial act of dispersing secret shares might, in
some cases, implicate a legal disclosure.

The possibility of such disclosures, and their dependence on the
actions of other computing parties, necessitates a priori consider-
ation. The analysis proposed in this work revolves around the ap-
plicability of data privacy laws to secret shares, whether secure
computation constitutes a disclosure event, and which parties are
liable in the event of a breach or other error.

The challenges of mapping MPC onto the law. What went wrong
here? At a high level, the issue is that the computer security guar-
antees that MPC technology provides are not identical to, and in
some cases do not map neatly onto, the legal restrictions imposed
on data use and sharing. Our core contribution is to identify three
specific issues when mapping MPC technology onto the law.

First, it may be unclear whether a statute or regulation’s defini-
tion of personal data applies to secret shares used for computation
in an MPC protocol. As illustrated by our simple example above,
we will argue in §4 that typically data privacy protections should
be afforded to secret shares of personal data.

Second, one must decide whether the use of MPC constitutes a
disclosure of personal data under the law. The answer to this ques-
tion depends on the reasonableness of assuming that the comput-
ing parties won’t collude and will restrict themselves only to calcu-
lating the desired function 𝑓 . The upshot here is that it’s not possi-
ble tomake a blanket statement that “MPC ensures legal/regulatory
compliance.” As we discuss in §5, whether a particular system com-
plies with a particular set of regulations will often depend on the
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design and implementation of the protocol, as well as the specific
restrictions in the legal and regulatory framework governing the
personal data used in the protocol.

Third, despite our best intentions it might be possible that ad-
versarial actors can in some circumstances undermine some or all
of the benefits which the MPC protocol provides. This can in turn
lead to a legal risk: a good actor who does not use or reveal any
data inappropriately may find that the bad actions of another party
could impact their own compliance with the law. In some sense,
this risk is inherent in the nature of a protocol that involves nu-
merous parties. This is another reason that categorical statements
suggesting that MPC can ensure legal or regulatory compliance
must be qualified by context.The challenges arising from adversar-
ial behavior—and the “toolkit” one might use to address relevant
risks—are discussed in more detail in §6-7.

4 DEFINITIONAL QUESTION: ARE SECRET
SHARES PERSONAL DATA?

The first question in our framework is a definitional one: do the se-
cret shares of data used in an MPC protocol constitute personal
data that is protected under the law? Focusing on the effect of
secret sharing, we assume that the input parties’ raw data is it-
self personal data. Recall that throughout this work, we use the
term “personal data” as a catch-all term for the various kinds of
data afforded protections under the law—such as personally iden-
tifiable information held by a financial institution, electronic per-
sonal health information held by a healthcare entity regulated by
HIPAA, or educational records held by an educational institution
subject to FERPA.

This may be the most fundamental question in our framework
because if the answer were to be ‘no,’ then data privacy laws may
not impose any restrictions on data use, processing, and disclosure
(as with some prior deployments of MPC described in §2) and we
could stop the analysis here. Looking ahead, in this section we dis-
cuss why the answer to this question should often be ‘yes’ but also
that it is context and use case-dependent.

The primary challenge in this section is that secret shares do
not clearly map onto the existing legal definitions. In many typi-
cal cases, whether you’re dealing with “personal data” is a fairly
straightforward question. But what happens when the input par-
ties disperse secret shares of their data to the computing parties?
For instance, suppose that a university and hospital wish to run an
MPC protocol where the two parties act as both the input and com-
puting parties—perhaps the university aims to analyze whether
students’ health conditions or number of health appointments are
correlated with changes to individual student’s grades over time.
However, the university isn’t a HIPAA covered entity and the hos-
pital isn’t subject to FERPA. So, when feeding personal data as
input to an MPC computation, it isn’t obvious whether some—or
all—computing parties are receiving personal data. Are the secret
shares–unintelligible to the computing party–considered personal
data in the hands of that entity?

The answer to this question depends on several factors that are
specific to the circumstances of any deployment of MPC:

• The type of data, i.e., which privacy laws are implicated. U.S.
sectoral privacy laws tend to identify personal data based on

specific features of the data (e.g., does it include the subject’s
name?). By contrast, omnibus privacy laws like the GDPR
and CCPA can apply to all features within a dataset about
people.

• The data recipients and the regulations that apply to them.
As described previously, the easiest case to consider is when
all computing parties are already subject to the same restric-
tions on use and disclosure, such as performing a secure
computation between several healthcare entities on HIPAA-
compliant servers [41].

We explore this question inmore detail with respect to specific data
privacy laws involving financial, healthcare, and education data in
the United States and one aspect of the European Union’s GDPR.

FCRA& consumer reports. TheFCRA regulates consumer report-
ing agencies (CRAs), which are entities that are engaged in the
business of providing consumer reports to third parties. The law
places certain limitations on howdatamay be shared and enshrines
certain consumer rights, such as the right to correct inaccurate in-
formation. The regulated data—consumer reports—are “any writ-
ten, oral, or other communication of any information by a con-
sumer reporting agency bearing on a consumer’s credit worthi-
ness, credit standing, credit capacity, character, general reputation,
personal characteristics, or mode of living which is used or ex-
pected to be used or collected in whole or in part for the purpose of
serving as a factor in establishing the consumer’s eligibility for—
(A) credit or insurance to be used primarily for personal, family, or
household purposes; (B) employment purposes; or (C) any other
purpose authorized under section 1681b of this title.”9

It is not immediately obvious how this definition would apply to
secret shares in an MPC protocol. For example, imagine that a se-
curity startup offers to serve as a computing party–facilitating the
computation over secret shares of encoded credit reports–for an al-
ternative credit provider who wants to combine different datasets
to compute creditworthiness in a newway.The startup will not see
the credit results (those will go to the alternative credit provider);
it will only perform the computation. Is the startup a CRA? The
protocol inputs are consumer reports. The startup is engaged in
the business of communicating information from those consumer
reports to a third party, the alternative credit provider. And the
startup computes and sends results so that the information from
the consumer report can be used in credit decisions. However, the
secret shares that the startup receives are indecipherable and, be-
cause the consumer reports are split amongmultiple parties, it may
not be linkable to an individual consumer. Do indecipherable se-
cret shares constitute information “bearing on a consumer’s cred-
itworthiness”? If the answer is “no,” then MPC would appear to
provide a loophole through which information from consumer re-
ports could be produced to credit providers without being subject
to the strictures of the FCRA. But if “yes,” then the startup bears
the regulatory burden applicable to consumer reporting agencies
even though it would be difficult if not impossible to fulfill those
obligations (the startup cannot access or edit the plain text of the
consumer reports).

915 U.S.C. §1681a(d)(1)
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HIPAA. Protected health information (PHI) means individually
identifiable health information held by certain healthcare providers
and their affiliates.10 Health information is “individually identifi-
able” if it is created by a healthcare provider and includes demo-
graphic information about the relevant person and relates to that
person’s “past, present, or future physical or mental health or con-
dition,” health care provision, or payment for health care provision”
and identifies the person or there is “a reasonable basis to believe
the information can be used to identify” the person.11 This defini-
tion raises similar questions to those mentioned above–are secret
shares generated from individually identifiable health information
regulated to the same extent as the source data? Does that depend
onwhether a computing party could actually identify an individual
if it was able to decipher the secret shares in its possession? Does
the “reasonable basis” test require analyzing the data in one com-
puting party’s possession, or all of the data held by all computing
parties?

Under what circumstances secret shares do or don’t constitute
PHI will often depend on the application of HIPAA’s Expert De-
termination Method for de-identifying PHI. It requires that a do-
main expert must determine that “the risk is very small that the
information [under consideration] could be used, alone or in com-
bination with other reasonably available information, by an antici-
pated recipient to identify an individual …” [54]. In the outsourced
MPC setting, the secret shares given to any one compute party
considered in isolation cannot “identify an individual;” but, they
can when combined with 𝑡 − 1 other parties’ shares. To the latter
point, the Department of Health and Human Services has provided
guidance about sharing two or more datasets based on the same in-
put data. “In such cases, the expert must take care to ensure that
the data sets cannot be combined to compromise the protections
set in place through the mitigation strategy. …The expert may cer-
tify a covered entity to share both data sets after determining that
the two data sets could not be merged to individually identify a pa-
tient.This certificationmay be based on a technical proof regarding
the inability to merge such data sets. Alternatively, the expert also
could require additional safeguards through a data use agreement.”
[54]. We emphasize that any such contracts are only one aspect of
determining whether other shares are “reasonably available” and
to what “anticipated recipients”; we will say more about contracts
in §6.

FERPA. FERPA regulates the release of “education records,” which
are “records, files, documents, and other materials which— (i) con-
tain information directly related to a student; and (ii) are main-
tained by an educational agency or institution or by a person acting
for such agency or institution.”12 Regulations require educational
agencies or institutions to get prior written consent before dis-
closing personally identifiable information from education records,
subject to certain exceptions.13 The regulations also provide that

1045 CFR §160.103
1145 CFR §160.103
1220 U.S.C. §1232g(a)(4)
13See 34 C.F.R. §§99.30, 99.31(a)

prior consent is not required if the agency or institution only re-
leases “education records …after the removal of all personally iden-
tifiable information provided that the educational agency or insti-
tution or other party has made a reasonable determination that a
student’s identity is not personally identifiable, whether through sin-
gle or multiple releases, and taking into account other reasonably
available information”14 (emphasis added).

As a result, if an educational institution provides input to an
MPC computation, the question of whether the shares are pro-
tected in the first instance might depend on the reasonableness of
believing that the input data cannot be identified. We will explore
this topic in more detail in §5-6.

The GDPR & pseudonymization versus anonymization. The Euro-
pean Union’s General Data Protection Regulation (GDPR) is gener-
ally outside the scope of this paper, which focuses on U.S. privacy
laws. We mention it here just to note one interesting definitional
question that is similar to those above.

Recital 26 of the GDPR distinguishes between pseudonymous
and anonymous data. Pseudonymous data includes any informa-
tion that can be attributed to a single individual when linked to
additional information using any means “reasonably likely to be
used” to identify that person.15 Pseudonymous data is still consid-
ered personal data, in contrast to anonymous data—data that (the
GDPR helpfully clarifies) has been “rendered anonymous” such
that it is not individually identifiable—which is outside the scope
of the regulation.16 Thus, whether secret shares are regulated by
GDPR likely turns onwhatmeans are “reasonably likely to be used”
to transform the secret shares into identifiable information. We ob-
serve that a single secret share does not enable predicate singling-
out attacks, passing a test that prior work argues is necessary for
anonymization under GDPR [2]. But that test is not a sufficient
condition for anonymization and therefore does not resolve the
question.

5 PROCESS QUESTION: DOES MPC
CONSTITUTE DISCLOSURE?

We next move to a process question: if secret shares constitute per-
sonal data, then should the act of participating in a secure mul-
tiparty computation protocol—which involves sending shares be-
tween parties over a network—be considered as a data disclosure
or processing? This may be the most complex and nuanced ques-
tion in our framework, and as such it is difficult even to give a full
list of considerations.

As a result, we begin by briefly listing a few of the salient fea-
tures shared across various privacy laws that may be relevant to
the question about whether using MPC constitutes a data disclo-
sure.Then, we describe several factors about a deployment of MPC
that may influence how privacy law apply to the operation, such
as whether it is reasonable to believe that the computing servers
will not collude to reconstruct the data based on organizational and
contractual relationships, and the technical and social processes in
place to ensure that the data processing system only performs the
approved analysis. While it is difficult to provide a generic answer
1434 C.F.R. §99.31(b)(1)
15GDPR Art. 4(5).
16GDPR Art. 4(1); Recital 26(5)
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to this question, we conclude this section by analogizing some as-
pects of MPC to encryption, and explore how that analogue might
help technologists and attorneys parse whether using MPC consti-
tutes disclosure under applicable privacy statutes.

5.1 Design and intent of data privacy laws
In this subsection, we examine a few salient features of disclo-
sure limitations that appear in various data privacy laws. We de-
scribe the tradeoffs inherent in the concept of privacy and infor-
mation sharing, and how different styles of privacy laws define
the privacy-relevant activity and who they empower to decide be-
tween the tradeoffs regarding data use, disclosure, and processing.

Tradeoffs. Laws that regulate privacy and data sharing rarely
prohibit information sharing outright. Instead, most privacy laws
recognize that there are tradeoffs, and seek to strike a balance be-
tween competing goals. These goals may include: (a) empowering
the person to whom the data pertains with adequate notice and
choice about whether to share their personal data, and how that
data may be used and shared; (b) empowering the recipient(s) of
personal data to use that data consistent with (a); (c) facilitating
economic or other socially beneficial activity consistent with (a)
and (b); and (d) advancing other values, such as a sense of personal
autonomy and privacy or other social goals.We illustrate this point
with two examples from the domain of finance.

First, Congress enacted the FCRA to ensure that consumer re-
porting agencies can create data-driven credit reports while also
providing reasonable procedures for using this information “in a
manner which is fair and equitable to the consumer, with regard
to the confidentiality, accuracy, relevancy, and proper utilization
of such information.”17 Note the emphasis on the tradeoffs—that
the procedures must be reasonable, and the context for sharing ap-
propriate.

Second, the Financial Modernization Act of 1999, colloquially
the Gramm-Leach-Blilley Act or GLBA, prescribed certain notice
and privacy standards for personally identifiable financial infor-
mation. Congress enacted GLBA to underscore that each financial
institution has an “affirmative and continuing obligation to respect
the privacy of its customers and to protect the security and confi-
dentiality of those customers’ nonpublic personal information.”18
Yet it also recognized the importance of information sharing, com-
missioning studies to examine the risks and the benefits of sharing
financial information to consumers and financial institutions19 and
to explorewhen consumersmaywish to direct institutions to share
their private information for a variety of purposes and ends.20

Regulating process versus outcome. A fundamental choice for all
data privacy regimes is the extent to which they regulate process
or outcome. Actually there are two questions here that we tease
out separately:

(1) Whether the data privacy law restricts the act of data pro-
cessing, or simply the resulting output of the analysis.

1715 U.S.C. §1681
1815 U.S.C. §6801
19See 15 U.S.C. Sec. 6808(a)
2015 U.S.C. §§6808(4), (5), (9)

(2) How the data privacy law influences the process of navi-
gating tradeoffs and deciding on a privacy decision, or pre-
scribes a desired privacy outcome.

The first question is easier to address. Both the law and com-
puter science tend to agree that the concept of privacy is relevant
to how data is used (processed) as well as the output data that re-
sults from a process or operation.Theremay be a variety of reasons
for this—this might reflect how most people think about their own
privacy, the process might reveal the intent for data use (which
people might care about), or it might be more informative as to
the tradeoffs inherent in the operation. But, data privacy laws can
differ substantially in terms of the extent to which they regulate
data processing.

In the remainder of this sectionwe focus on the second question:
who is empowered under the law to make decisions about privacy
choices, and how they may navigate among the tradeoffs involved.
When we use the words ‘process’ and ‘outcome’ in this section,
we always refer to the meaning in question 2. We stress that the
process of navigating between tradeoffs and selecting a privacy
policy has nothing to do with the concept of data processing itself.

Privacy laws in the U.S. tend to begin by emphasizing the prin-
ciple of consumer choice: most privacy laws begin by requiring
the entity to provide notice to the consumer, and then set various
defaults around how the entity may collect, use, and disclose per-
sonal data to third parties—including by requiring specific notice
or more explicit consent before the entity may disclose sensitive
data to third parties, or requiring entities opt-outs from certain
practices. Some defaults are imposed by law, but also flexibility is
provided for consumers to opt out of the defaults and make dif-
ferent choices with relatively little friction. Consider the GLBA
for example: rather than requiring a particular privacy outcome—
like prohibiting the sharing of an individual’s financial informa-
tion in all contexts—GLBA and associated rules focus on process
constraints and providing consumers with information about how
their data is shared. One partial exception to the above is HIPAA,
where the guiding principle is to protect patient records either to a
pre-specified standard or based on the determination of a privacy
expert.

As a consequence, U.S. sectoral privacy laws generally tend to
provide broad latitude for use by any authorized holder of data,
and the restraints imposed within privacy laws typically involve
data security requirements and prohibitions on the unauthorized
disclosure or sharing of information. Some U.S. privacy laws addi-
tionally impose some restrictions on the purposes for which data
may be used, such as the Fair Credit Reporting Act. By contrast,
the EU and some state and local laws in the United States impose
broader andmore general constraints on the processing of personal
data. These distinctions may be relevant to examining how MPC
fits within a particular regulatory framework.

5.2 Opportunities and challenges of MPC
Used properly, a tool like MPC can help to foster the positive effects
of data usage while mitigating potential negative impacts of data
sharing. But just as we saw in §4, it can be a challenge to map the
benefits of MPC onto the space of tradeoffs considered within a
data privacy law. In this section, we describe the extent to which
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MPC implicates data privacy laws, questions that may influence
adherence to the law, and how the complexity grows when ana-
lyzing data that spans multiple jurisdictions or regulations.

How MPC impacts the process of deciding between tradeoffs. It is
easy to see why the process constraints from §5.1 are useful in the
use case that the drafters likely imagined—the sharing of personal
data that can be read in the clear by a third party recipient. Here
the privacy and security concerns are clear.

But if consumers’ private data is instead used in an MPC pro-
tocol, the privacy and security concerns may be different, and the
process constraints imposed by U.S. data privacy laws may not fit
the use case. For example, even though personal data may be in
some sense shared with third parties, if it cannot be decoded by
those third parties, it is not clear whether additional notice of the
data sharing imposed by GLBA will improve the consumer experi-
ence or addresses consumer concerns. In otherwords, the technical
requirements of the law might apply—we discuss further below—
but there may be a mismatch between the controls which the law
imposes and the risks or potential harms that a consumer might
face. Indeed, MPC might provide greater privacy protections than
the law requires, but the law’s technical notice and choice require-
ments might still be imposed in addition to the use of MPC.

Reasonableness of beliefs. Data privacy laws sometimes require
that decisions about security practices adhere to a standard of rea-
sonableness, or that the action can be explained and defended to
a neutral observer. In the context of MPC, all participants need to
justify their belief that 𝑡 or more computing servers will not col-
lude to reconstruct the data. For example, if the computing parties
were subsidiaries of the same parent company or have a history
of collaboration, then it may be unreasonable to believe that the
parties will adhere to MPC’s non-collusion requirement.

Legal instruments such as non-disclosure agreements or infor-
mation fiduciary relationships [4] can foster a reasonable belief
in non-collusion. We will have more to say about contracts in §6
whenwe discuss liability when things gowrong, but here we stress
that the input parties must be able to defend a priori their decision
that the computing parties won’t collude—even if it later turns out
that everyone acts honestly in the execution of the MPC protocol.

Process restrictions. There is yet another consideration: what pro-
tections exist on the analytic 𝑓 to be computed and on the results
of the computation? Recall that we start from the stipulation that
the output (on its own) of the agreed-upon analytic 𝑓 would be
legal to disclose to the output party. Even so, the math of an MPC
protocol does not limit how the data may be queried, and so one
must consider:

• The data security protections on the output, to ensure that
it is only revealed to the appropriate party.

• The procedures put in place to limit the computing parties
only so that they only perform the agreed-upon analysis.

The first consideration can be addressed through standard data se-
curity protection mechanisms. The second topic merits further dis-
cussion.

There are a variety of technological and social methods that
can proactively ensure that the computing parties only perform
an agreed-upon computation, or retroactively audit that they have

performed their role properly. A limitation procedure might in-
clude several of the following for defense in depth:

• Obtain written or electronic approval from all input and
computing parties about the agreed-upon set of possible sta-
tistics.

• Create a log of every computation performed, either locally
at each computing party or within a public ledger.

• Use a publicly verifiable MPC protocol so that everyone can
check that the computing parties performed their roles cor-
rectly (e.g., [12, 19, 36, 37]).

• If multiple analytics are allowable, augment the MPC proto-
col itself to perform a policy check that each calculation is
within the agreed-upon set (e.g., [20, 57, 58]).

Additionally, we remark that disclosure limitation techniques like
differential privacy are compatible with MPC and should be con-
sidered as well as part of a holistic evaluation about data disclosure
[2, 35].

The challenge of crossing jurisdictions. Wehave already illustrated
the challenge of reaching any firm conclusion on the legal suffi-
ciency of using MPC, even if a specific legal or regulatory context
is specified. Whether a specific protocol provides protections that
meet a party’s legal and regulatory obligations depends not only
on the relevant laws governing the underlying datasets, but also
the nitty gritty details regarding what the protocol will allow the
parties to compute, who may see the results, and what, if any, lim-
its are placed on the number and type of queries allowed.

If data from multiple jurisdictions is involved, then the differ-
ent legal approaches to privacy regulation (see §5.1) may mean
that MPC presents different legal or policy questions in different
jurisdictions. The best case scenario is that one needs only to an-
alyze how the MPC protocol fares under each of the privacy laws
involved; however, sometimes it can be much more challenging or
impossible. Executing anMPCprotocol across jurisdictional bound-
aries brings up new, complex questions about cross-border data
transfers and data sovereignty that are beyond the scope of this ar-
ticle.Moreover, it might be impossible to complywith both regimes;
for example, one regulatory regime might require data minimiza-
tion and deletion where the other one requires data retention and
accessibility.

5.3 Analogizing Encrypted Communications to
MPC

In this subsection, we examine how MPC might be analogous to
encrypted communications as a way to explore how existing prac-
tices might simplify the analysis of MPC’s legality in some cases.
As caveated above, there are no “one size fits all” legal theory for
MPC—its legality will depend on the facts of the system and its
deployment.

Concretely, we consider here the outsourced setting with 𝑛 = 2
computing parties, such that the computing parties are distinct le-
gal entities from both the input and output parties. Additionally,
suppose that the recovery threshold of 𝑡 = 2, meaning that both
computing parties can collectively reconstruct the data but neither
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one individually can do so. In summary, the computing parties can-
not see either the personal data that is input or the results of any
analysis; they are only there to compute.

A novel analogy. Consider the similarities between MPC secret
shares and encrypted communications. From the perspective of a
single computing party, holding onto one secret share is akin to
an Internet Service Provider who sees a ciphertext passing along
its network that it doesn’t know how to decrypt. Recall that the
other computing party knows the other secret share, which in ef-
fect serves as a “secret key” that is needed to reveal the personal
data. Conversely, in both cases the party who holds the secret
shares/encrypted packet cannot, without that additional datawhich
the computing party does not have access to, reveal personal data.
(The circumstances are not perfectly analogous. By colluding with
other computing parties, one computing party could reveal the in-
put data without input from either the data originator or its in-
tended recipient. And, disclosing the secret shares on thewebmight
give other computing parties information about their own secret
shares in a way that disclosing encrypted communications would
not reveal information except to the originator and intended recip-
ient.)

In this analogy, encrypted data is not exempt from data privacy
laws; several laws explicitly make this point (e.g., [55]). However,
we are not aware of any regulator in the United States that has
suggested that passing encrypted packets across the network con-
stitutes disclosure, use, or processing of personal data as a legal
matter. The benefit of this analogy is that it connects an unknown
legal question—whether a secret share constitutes personal data
and whether processing it constitutes a data disclosure event—to a
better-known domain with guidance from regulators and courts.

Implications of this theory. What does this mean? We offer two
possible conclusions from this theory, stressing upfront that it is
untested in the legal system.

First, if regulators are sufficiently informed, and computing par-
ties are sufficiently restricted in their ability to share with each
other, there might be a clear path forward to treating secret shares
as unencumbered data in the hands of the computing parties. The
flip side of this argument is that if you pushed a regulator to think
about it, perhaps they might conclude that passing packets across
a network does in fact constitute disclosure, use, or processing of
personal data. In either case, the regulator’s decision about the
treatment of encryption and MPC would be similar.

Another conclusion is that theories about what does or doesn’t
constitute personal data are driven more by the kind of accepted
practice than by truly parsing the outer bounds of statutory inter-
pretation. In other words, perhaps the popularity of encryption or
the nature of the web either influences or creates unexamined as-
sumptions about whether ISPs are or aren’t processing personal
data in this context. If MPC gains wider use and adoption without
significant data leaks or security issues, then it might be the case
that MPC technology inherits the same perceptions and assump-
tions. Admittedly this claim goes beyond the available evidence,
so we offer a more conservative version of this conclusion. If MPC
is used in a way that avoids giving personal data to parties who are
not supposed to have it, then perhaps there is a low risk of legal

challenges just as encryption has faced relatively few legal chal-
lenges, even if there remains some ambiguity about whether MPC
fully meets all legal requirements.

Of course, analogies are imperfect. For instance, an ISP passes
encrypted data between two endpoints from whom nothing about
the data is kept secret—short of colluding with one of the end-
points, there is nothing the ISP can do to compromise the secrecy
of the ciphertext. In contrast, each computing server in the out-
sourced MPC setting is communicating with other servers from
whom the underlying data must be kept hidden. If these servers
choose to collude, they could recover the secret data without any
involvement of the originating input parties.This suggests that per-
haps the specific processing involved in computing the intended
analytic 𝑓 under MPC should be treated differently than other pro-
cessing that the parties may undertake without approval.

6 LIABILITY QUESTION: WHAT IF
SOMETHING GOES WRONG?

The third and final question in our framework is about assigning li-
ability. In this section, we catalog several ways that MPC could go
wrong, so that lawyers can evaluate each of these risks in the con-
text of an envisionedMPCdeployment.Then,we describe how con-
tracts can provide options to data holders who have been harmed
by an accidental error or intentional attack, and can protect hon-
est computing parties from being assigned blame or else they may
not have an incentive to participate in an MPC data analysis in the
first place.

How MPC can fail by accident. There are several ways that a se-
cure computation could fail to provide the desired security guaran-
tees through no fault or malice by anyone.

A particularly devastating, but relatively unlikely, concern is
that the abstract mathematical algorithms used to define an MPC
protocol are simply broken (as distinct from their implementation
in software). Cryptographers strive to avoid this outcome by in-
sisting upon a mathematical proof that any MPC protocol meets
a formal security guarantee, but these proofs can be long and sub-
tle, so sometimes there is a mistake that goes unnoticed for a long
time. While such mistakes do occur (e.g., [5, 26, 45, 48]) and they
can be incredibly damaging, they are still rare for peer-reviewed
and popularly-deployed systems. An even more fundamental ver-
sion of this issue is if an MPC algorithm relies on a cryptographic
building block (like an encryption scheme or hash function) that
is itself broken. For this reason, cryptographers tend to establish
standards and best practices based on building blocks that have
stood the test of time.

More commonly, sometimes the implementation of an MPC al-
gorithm can invalidate the security guarantees that the mathemat-
ical algorithm would have provided. The likelihood of this bug de-
pends on the creators’ software development processes and the
complexity of the code they produced. Relatedly, sometimes an
MPC implementation adheres to a protocol specification, but it is
vulnerable to a side-channel attack that was never considered in
the algorithm’s proof of security.

Finally, MPC algorithms can fail if the implementation is sound
but the operating system, hardware, and networking infrastruc-
ture underneath it has a vulnerability. In principle this risk nearly
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always exists. That said, in most situations the additional risk cre-
ated by usingMPC (above and beyond the existing risks of breaches
of an organization’s enterprise network) is typically low. We ob-
serve that MPCmight make existing latent vulnerabilities more ex-
ploitable because it might necessitate putting data on an Internet-
connected machine that previously would have been airgapped.
On the other hand, MPC adds complexity to this attack because
an external hacker must subvert at least 𝑡 computing parties.

How adversaries can attack MPC systems. Additionally, there are
several ways that one or more MPC protocol participants can in-
tentionally subvert MPC’s security guarantees with a conscious at-
tack. First, an internal party can exploit any of the accidental errors
listed above. In this way, it can appear to follow the MPC protocol
as designed and yet still learn or tamper with data.

Second, 𝑡 or more parties might collude to reconstruct data.This
is greater than the threshold that the MPC scheme was designed to
withstand, and the error-correcting properties of the secret sharing
scheme will allow this adversarial set to decode the data. Note that
collusion by less than the threshold is already accounted for by
design inMPC and thus shouldn’t be considered as away thatMPC
can ‘go wrong,’ even accidentally.

Third, the creators of the MPC software—whether a whole firm
or a rogue employee—might intentionally insert a vulnerability
into the software that they know how to exploit. We remark that
such supply-chain attacks tend to be a single point of failure (i.e.,
in practice all computing parties tend to run the same software),
and they can be hard to distinguish from an accidental attack.

The Role of Contracts. Contract law can play a role here in estab-
lishing baselines for expected and disallowed behavior and indem-
nifying other parties in case of a breach. In more detail, contracts
can:

• Reinforce technical guarantees by making certain require-
ments of the technology explicit or by requiring parties to
behave in a particular way. Stating technical guarantees and
requirements explicitly in a contract also provides a straight-
forward path to recovery if the guarantees or requirements
are not met.Thewronged party can simply sue for breach of
contract, and need not identify other legal rights to exercise.

• Create incentives for good behavior or disincentivize poor
behavior.Most obviously, such a contract could require resti-
tution (redress losses) and indemnification (pay legal fees)
for any losses caused by a party who failed to comply with
their obligations or whose secret shares were revealed.

• Delineate a process by which any alleged bad behavior must
be investigated. If all parties agree on an investigation pro-
cess, the process is more likely to be implemented if some-
thing goes wrong, and the results are more likely to be ac-
cepted by the parties to the protocol.

• Provide for third-party auditing of certain aspects of the pro-
tocol, if helpful.

We provide an example that showcases the power of contracts in
the next section.

7 ENCOURAGING ADOPTION OF MPC
With our framework complete, in this section we take a step back
and consider how questions at the interface of MPC and the law
might evolve over time.We look at actions that a regulatory agency
or legislature might take to incentivize (or disincenivize) adoption
of MPC, and we consider how awareness of the law might influ-
ence the design of future deployments of MPC.

The Regulator’s Perspective. As MPC algorithms and software
implementations mature and become more widely considered for
adoption by governments, companies, and non-profit organizations,
one important question will be whether and to what extent regu-
lators conclude that the guarantees that MPC can provide may (in
some cases) or do (categorically) fulfill the legal obligations of the
parties to a computation. Intuitively, one might expect regulators
to take a risk-averse or conservative position on the technology.
Regulators may be particularly attuned to the risks posed by new
technologies or acutely aware of the many ways human error can
manifest in the technology and its implementation. They might
also be skeptical that promises not to collude or behave in an adver-
sarial manner will be respected. But lumping regulators together
as a monolithic entity is likely a misnomer.

Some financial regulators and government agencies are taking
a hands-on approach.

• A consortium of financial regulators in the US, including
the Treasury Department, Federal Reserve, FDIC, FinCEN
and others have created incentives for financial institutions
to use existing tools or adopt new technologies to identify
and report money laundering, terrorist financing, and other
illicit financial activity [6].

• In 2019, The UK’s Financial Conduct Authority brought to-
gether key stakeholders—including financial institutions, pri-
vacy regulators, technology companies, and law enforcement
officials—to explore whether technologies including MPC
may be adapted to improve anti-money laundering and to
counter terrorist financing efforts [49].

• The JASON group wrote a report recommending that the
U.S. Census Bureau “engage in a series of pilot projects to
fully evaluate the potential of multiparty computation in
Census Bureau surveys” involving business data like tax in-
formation consistent with its Title 13 and 26 obligations
[28].

• At the multinational level, the UN Big Data Global Work-
ing Group has been working to improve understanding and
adoption of privacy enhancing technologies like MPC [52].

• The U.S. federal government recently published a request
for “public comments to help inform development of a na-
tional strategy on privacy-preserving data sharing and an-
alytics, along with associated policy initiatives” [17]. Also,
government agencies in the U.K. and U.S. announced a prize
challenge competition involving privacy technology [50].

Conversely, there are also reasons why privacy enforcers in the
U.S. might opt to take a more cautious or restrictive approach.
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• Regulators may not want to opine on real edge cases, where
the applicability of the law is unclear. The FTC, for exam-
ple, tends to highlight “best practices” in its guidance docu-
ments, rather than focusing on the minimum requirements
that an individual can fulfill without breaking the law.

• Given limited resources, regulators may prefer to focus on
entities that they consider to be egregiouswrongdoers, rather
than entities whose use or sharing of data is closer to the
line of legality. This behavior might be observed both in the
issues they chose to opine on and in the cases they choose
to bring.

• Related to both of the points above, regulators may be reti-
cent to actually litigate edge cases like this unless they can
identify concrete customer harm that resulted from the data
sharing.

• Regulators may also simply prefer to take a wait-and-see
approach, observing the development, implementation, and
level of adoption of the technology before establishing a
precedent or opinion on the matter one way or the other.

Overall though, signs are trending positive toward increased
openness of legislatures and regulators toward the possibility of
using MPC. As discussed in §2, there are several tech transition
successes that realize the benefits of MPCwithout the need for reg-
ulators to fully embrace the technology in the first instance. Imple-
menting MPC in these contexts may provide evidence that these
guarantees work and promote better understanding regarding the
benefits and limits of the technology.

HowMight Privacy LawChanges ImpactMPC?. Oneway to think
about how MPC fits within existing privacy frameworks is to con-
sider how changes to existing legal structuresmight affect the adop-
tion of MPC—either by making the tool more attractive, or by di-
rectly regulating its implementation.The discussion in this section
is necessarily at a high level, since any consequences will depend
entirely on the details of the legislation.

• Increased penalties for data breaches: Assuming an MPC
system is properly configured, data breach rules are unlikely
to directly regulate MPC. However, stricter breach penal-
ties may encourage companies to adopt MPC in data licens-
ing agreements, for example, to limit the possibility for a
breach.

• Additional limits on sharing personal datawith third parties:
could incentivize adoption if MPC does not implicate any
new restrictions on disclosure, as described in §5.

• New requirements to produce, revise, or delete consumer
data upon request: thesemeasureswould not regulateMPC—
the data originatorwould remain responsible for implement-
ing relevant tools. MPC is, in principle, compatible with pro-
viding all of these rights.

• Certain restrictions on automated decision-making: some
such restriction might regulate MPC directly because au-
diting or reviewing multi-party computations and outputs
requires technical tools, and the system cannot be easily re-
viewed by an individual without technical know-how.

• Fiduciary duties: these measures are unlikely to apply di-
rectly to MPC, but may make MPC an attractive part of
a privacy-protective toolkit. Additionally, as noted in §3,

if MPC is used in the outsourced setting and a computing
party dumps its share on the internet, then another party
might be prohibited from reviewing those shares by its fidu-
ciary duties if those duties prohibit the purposeful reidenti-
fication of data.

8 CONCLUSION
This work contributes a framework to reason about the legal impli-
cations of using MPCwhen the underlying personal data is subject
to one or multiple data privacy laws. We provide three questions
whose investigation will inform a legal analysis, and we provide
guidance about the factors of any specific deployment scenario
that may influence the requirements in sectoral privacy laws in the
United States. We believe that this framework can increase adop-
tion of MPC by lowering the cost of evaluating this new technol-
ogy, and by showcasing opportunities where the use of MPC can
lead to data analyses that would have been more costly or even
prohibited by data sharing in the clear. It is also our hope that our
work can spur future research into the co-design of technology,
contracts, and regulations in order to allow for new ways to con-
duct privacy-respecting data analysis.
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